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PREFACE 

 

Hello everyone, 

We have tried to help you by making a simple book on:  

Introduction to Artificial Neural Networks. 

So, we hope that our book can be useful to you. 

We hope that you like it and thank you. 

 

 

- Dr.T.Arumuga Maria Devi, Mr.A.Chockalingam, 

Mrs.P.ThangaSelvi, Dr.M.Santhanakumar and Mrs.R.Hepzibai 
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CHAPTER I 
 

1.1 A Brief History of Artificial Neural Network (ANN) 
 The three eras listed below can be used to categorise 
ANN's history: 
 
1. ANN between the 1940s and the 1960s 
The following are some significant advancements from this 
period: 

1943 It has been claimed that the work of biologist 
Warren McCulloch and mathematician Walter Pitts, who 
created a straightforward neural network using electrical 
circuits to represent how neurons in the brain may function, is 
where the concept of neural networks first emerged. 

The Organization of Behavior, written by Donald Hebb 
in 1949, advanced the idea that repeatedly activating one 
neuron by another improves its strength each time it is 
utilised. 

Taylor first described an associative memory network in 
1956. 

Rosenblatt developed the Perceptron learning method 
for the McCulloch and Pitts neuron model in 1958. 

1960 saw the development of the "ADALINE" and 
"MADALINE" models by Bernard Widrow and Marcian Hoff. 

 
2. ANN from the 1960s to the 1980s 
The following are some significant advancements from this 
period: 

Rosenblatt attempted to use the "backpropagation" 
strategy for multilayer networks in 1961, but was 
unsuccessful. 

Taylor created a winner-take-all circuit with output unit 
inhibitions in 1964. 

By Minsky and Papert, the multilayer perceptron (MLP) 
was created in 1969. 



Introduction to Artificial Neural Networks 

 

 

2  
 

Kohonen discovered associative memories in 1971. 
Adaptive resonance theory was created by Gail 

Carpenter and Stephen Grossberg in 1976. 
 
3. 1980s to the Present: ANN 
The following are some significant advancements from this 
period: 

The main advancement in 1982 was Hopfield's Energy 
strategy. 

1985 saw the creation of the Boltzmann machine by 
Ackley, Hinton, and Sejnowski. 

1986 saw the introduction of the Generalized Delta Rule 
by Rumelhart, Hinton, and Williams. 

In 1988, Kosko created binary associative memory 
(BAM) and introduced fuzzy logic to artificial neural 
networks (ANN). 

The historical analysis reveals that this field has made 
substantial advancements. Applications to difficult problems 
are being developed for neural network-based processors, 
which are becoming more prevalent. Undoubtedly, the 
development of neural networks is at a transitional phase 
right now. 

A computational model that replicates how nerve cells 
in the human brain function is known as an artificial neuron 
network (or neural network). 

Artificial neural networks (ANNs) employ learning 
algorithms that enable them to autonomously adjust—or, in a 
sense, learn—as they are presented with fresh data. They 
become a very powerful tool for non-linear statistical data 
modelling as a result. 

There are three or more interconnected layers in an 
artificial neural network. Neurons in the input layer make up 
the first layer. These neurons transmit information to deeper 
layers, which then transmit the final output information to the 
final output layer. 
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CHAPTER II 

 
2.1 Layers used to Build ConvNets 
 Each tier in a covnets's hierarchy uses a differentiable 
function to transform one volume into another. 
 
Types of layers:  
Let's use an image with the dimensions 32 by 32 by 3 as an 
example. 
 
1. Input Layer: This layer contains the image's raw input, 

which is an image with dimensions of 32 by 32 by 3. 
2. Convolution Layer: Using the dot product between each 

filter and each image patch, this layer calculates the 
output volume. If we apply a total of 12 filters to this 
layer, the resulting volume will have the dimensions 32 
x 32 x 12. 

3. The element-wise activation function layer will be 
applied to the convolution layer's output in this layer. 
The following activation functions are frequently used: 
Tanh, Leaky RELU, RELU: max(0, x), Sigmoid: 1/(1+e-
x), etc. Since the volume is unchanged, the output 
volume will have the following dimensions: 32 by 32 by 
12. 

4. Pool Layer: The main goal of this layer, which is 
occasionally added to covnets, is to minimise the 
volume. This expedites computation, conserves 
memory, and prevents overfitting. Two common types 
of pooling layers are max pooling and average pooling. 
In the event that we choose a maximum pool with 2 x 2 
filters and stride 2, the resulting volume will have 
dimensions of 16x16x12. 
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Figure 2.1 Pooling Layers 

 
5. Fully-Connected Layer: This layer, which is a typical 

neural network layer, calculates the class scores using the 
input from the layer before it and outputs a 1-D array 
with a size equal to the number of classes. 

 
2.2 Long-Short Memory (LSTM) 
 Long Short Term Memory (LSTM) networks are a type 
of recurrent neural network that may learn order dependence 
in sequence prediction problems. The current RNN step uses 
the output from the previous step as its input. The LSTM was 
developed by Hochreiter & Schmidhuber. It addressed the 
problem of RNN long-term reliance, in which the RNN can 
predict words based on recent data but cannot predict words 
kept in long-term memory. As the gap length increases, 
RNN's performance is inefficient. By default, the LSTM may 
hold data for a very long time. It is employed in the 
processing, prediction, and classification of time-series data. 
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CHAPTER III 

 
3.1 The Mathematical Representation 
 
1. The Swish activation function has the following benefits over 
ReLU: 
 Swish is a smooth function, thus it doesn't change course 
suddenly like ReLU does close to x = 0. Instead, it gently curves 
higher from 0 towards values 0, then downward. 

• The ReLU activation function cancelled out small negative 
values. These negative values might be useful for identifying 
the patterns in the data, though. It is a win-win situation 
because large negative numbers are wiped out for reasons of 
sparsity. 

• The non-monotonic nature of the swish function improves 
the representation of input data and weight to be learned. 

 
2. Gaussian Error Linear Unit (GELU) 
 The top NLP models BERT, ROBERTa, ALBERT, and 
others are compatible with the Gaussian Error Linear Unit 
(GELU) activation function. The combination of dropout, 
zoneout, and ReLUs-related characteristics drives this 
activation function. 
 A neuron's output is produced by ReLU and dropout 
together. ReLU accomplishes this deterministically by 
dropout stochastically multiplying by zero and multiplying 
the input by zero or one, depending on whether the input 
value is positive or negative. 
 Zoneout, an RNN regularizer, stochastically multiplies 
inputs by one. 
 By multiplying the input by either zero or one, which is 
stochastically determined and depends on the input, we 
combine this functionality. We take the neuron input x and 
multiply it by m Bernoulli(x), where x is the standard normal 
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distribution's cumulative distribution function and (x) = P(X 
x). 
Since neuron inputs typically follow a normal distribution, 
especially with batch normalisation, this distribution was 
used. 

 
Figure 3.1 

Gaussian Error Linear Unit (GELU) Activation Function 
Mathematically it can be represented as 

 
 For all tasks in the areas of computer vision, natural 
language processing, and speech recognition, GELU 
nonlinearity outperforms ReLU and ELU activations. 
 The Scaled Exponential Linear Unit (SELU) was 
developed in self-normalizing networks and handles internal 
normalisation, ensuring that the mean and variance of each 
layer are maintained. This normalisation is made possible by 
SELU by modifying the mean and variance. 
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CHAPTER IV 

 
4.1 Bidirectional Associative Memory (BAM) 
 The auto-associative Hopfield network and ANNs, 
which acquire associations of data via continuous training, 
have several known limitations. Early in the 1980s, Bart Kosko 
created the bidirectional associative memory (BAM), a unique 
type of recurrent neural network (RNN). 
 The BAM is a hetero-associative memory that offers the 
capacity to store related material, irrespective of its nature and 
structure, without the need for ongoing learning. Data 
associations are only ever stored simultaneously once before 
being recalled from the BAM's memory. The BAM typically 
outperforms the current ANNs, offering noticeably greater 
performance in recalling the associations. Additionally, 
compared to previous ANNs, using the BAM perfectly 
resolves the known bitwise XOR problem, making it possible 
to store the data encoded to binary (bipolar) form in its 
memory. 
 The BAM is able to recall the associations for data 
assigned to its either inputs or outputs, bidirectionally, unlike 
the unidirectional Hopfield network. Additionally, it enables 
extracting the accurate associations from input data that is 
inadequate or corrupted. 
When used as a component of an AI-based decision-making 
process, the BAM models are fairly effective at predicting the 
answer to a particular data analysis problem based on multiple 
associations of numerous associated data. 
 The BAM model can be used for a variety of applications, 
including the following: 
 
4.2 Classification and Clustering Data 
 Incomplete data augmentation 
 Recovering damaged or corrupted data 
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 When the several types of information that the ANNs 
have learned are insufficient to process the data that has been 
given to an AI for analysis, the BAM models come in very 
handy. 
 For instance, the prediction of missing words from 
incomplete texts using ANN essentially necessitates the 
storage of word-to-sentence correlations in the ANN's 
memory. The same missing words can appear in multiple 
incomplete sentences, so this would result in an erroneous 
forecast. In this situation, using the BAM enables the storage 
and recall of all potential relationships between the data 
elements, including those between words and phrases, 
sentences and words, and words and sentences, as well as vice 
versa. In turn, this significantly improves prediction accuracy. 
It is also advised to multi-directionally associate different data 
entities in order to either enhance or cluster these data. 
 Finally, the size of the greatest floating-point type, 
float64, is used to constrain each ANN layer's memory 
capacity. For instance, only 1024 bytes are available in a single 
ANN layer of the shape (100x100). It goes without saying that 
in order for the ANN to be able to store the associations and 
recall them in several directions, the number of layers and 
neurons inside each layer must be increased. This has an 
adverse effect on ANN-based memory latency since the 
demands for learning and making predictions are increasing 
proportionally to the size of the ANN. 
 Despite this, the BAM's outstanding learning and 
prediction performance allows for allocation of as much 
memory as needed, beyond the memory capacity restrictions 
of conventional ANNs. Additionally, numerous BAMs with 
layered structures may be aggregated into memory. 
 
4.3 Associations Stored In Memory 
 The BAM learns the bipolar patterns that can be created 
by associating various pieces of data. A binary vector, whose 
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CHAPTER V 

 
5.1 Self Organizing Maps – Kohonen Maps 
 is a form of artificial neural network that was also 
influenced by 1970s biological models of brain systems. It 
employs an unsupervised learning methodology and used a 
competitive learning algorithm to train its network. In order 
to minimise complex issues for straightforward interpretation, 
SOM is utilised for clustering and mapping (or dimensionality 
reduction) procedures to map multidimensional data onto 
lower-dimensional spaces. The input layer and the output 
layer are the two layers that make up SOM. Below is a 
description of the Self-Organizing Map's architecture with 
two clusters and n input features for any sample: 

 
Figure 5.1 Kohonen Maps 

 
How do SOM works? 
 Consider an input set with the dimensions (m, n), where 
m represents the number of training examples and n 
represents the number of features present in each example. 
The weights of size (n, C), where C is the number of clusters, 
are first initialised. The winning vector (the weight vector 
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with the shortest distance from the training example, for 
example, the Euclidean distance) is then updated after 
iterating over the input data for each training example. Wij = 
wij(old) + alpha(t) * (xik - wij(old)) is the formula for the 
weight updating algorithm, where alpha signifies the learning 
rate at time t, j stands for the winning vector, I for the ith 
feature of the training example, and k for the kth training 
example from the input data. The SOM network is trained, 
and trained weights are utilised to cluster new examples. A 
new example is included in the collection of successful 
vectors. 
 
5.2 Neighbor Topologies in Kohonen SOM 
 The following two topologies, though there are more, 
are most frequently used: 
 Topology of a Rectangular Grid 
 In this topology, the difference between each rectangular 
grid is 8 nodes, with 24 nodes in the distance-2 grid, 16 nodes 
in the distance-1 grid, and 8 nodes in the distance-0 grid. The 
number denotes the winning unit. 

 
 

Figure 5.2 Kohonen SOM 
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